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Abstract 

Background Situational engagement in science is often described as context-sensitive and varying over time 
due to the impact of situational factors. But this type of engagement is often studied using data that are collected 
and analyzed in ways that do not readily permit an understanding of the situational nature of engagement. The 
purpose of this study is to understand—and quantify—the sources of variability for learners’ situational engagement 
in science, to better set the stage for future work that measures situational factors and accounts for these factors 
in models.

Results We examined how learners’ situational cognitive, behavioral, and affective engagement varies at the situ-
ational, individual learner, and classroom levels in three science learning environments (classrooms and an out-of-
school program). Through the analysis of 12,244 self-reports of engagement collected using intensive longitudinal 
methods from 1173 youths, we found that the greatest source of variation in situational engagement was attributable 
to individual learners, with less being attributable to—in order—situational and classroom sources. Cognitive engage-
ment varied relatively more between individuals, and affective engagement varied more between situations.

Conclusions Given the observed variability of situational engagement across learners and contexts, it is vital for stud-
ies targeting dynamic psychological and social constructs in science learning settings to appropriately account 
for situational fluctuations when collecting and analyzing data.

Keywords Intensive longitudinal methods, Engagement, Science education, Multivariate models, Mixed effects 
models

Many science teachers know that small but important 
moments can make a notable difference for learners. 
This sentiment is noted in theoretical frameworks that 
recognize that dynamic, moment-to-moment factors 

can be important. For instance, interest in science can 
be sparked (and sustained) by serendipitous occurrences 
(Azevedo, 2018; Hidi & Renninger, 2006). Though it is 
both theoretically ground and common sense that the 
constructs studied by educational researchers can vary 
across specific moments, there is occasionally a mis-
match regarding how such constructs are measured in 
research, and the study of situational engagement is one 
area where this mismatch can be seen.

Situational engagement is regularly defined as 
dynamic—situation-specific and varying in response to 
time and features of the context (Appleton et  al., 2008; 

*Correspondence:
Joshua M. Rosenberg
jmrosenberg@utk.edu
1 University of Tennessee, 1122 Volunteer Blvd., Knoxville, TN 37919, USA
2 University of Cincinnati, Cincinnati, USA
3 Michigan State University, East Lansing, USA

http://creativecommons.org/licenses/by/4.0/
http://crossmark.crossref.org/dialog/?doi=10.1186/s40594-023-00449-0&domain=pdf
http://orcid.org/0000-0003-2170-0447


Page 2 of 14Rosenberg et al. International Journal of STEM Education           (2023) 10:68 

Skinner & Pitzer, 2012; Skinner et al., 2008)—like related 
constructs, including interest, emotional states, and 
motivation. As a recent report from the National Acad-
emy of Sciences, Engineering, and Medicine (2018) notes, 
"There is... strong evidence for the view that engagement 
and intrinsic motivation develop and change over time." 
Additionally, while scholars have underscored the impor-
tance of measuring situational engagement at multiple 
levels (Eccles & Wang, 2012; Reschly & Christenson, 
2012; Sinatra et al., 2015; Xie et al., 2023), this construct 
is often studied using single time-point surveys—which 
may not account for the dynamic nature of learners’ situ-
ational engagement. Indeed, Fredricks and McColskey 
(2012) reviewed how with extant measures of engage-
ment, "most current methods do not adequately capture 
the dynamic and interactive nature of engagement" (p. 
779). At the same time, scholars called for new data col-
lection approaches—such as intensive longitudinal meth-
ods—when measuring engagement (Sinatra et al., 2015). 
The potential downsides of not accounting for the situ-
ational nature of engagement include over-confident (i.e., 
biased) estimates for the effects of antecedents or the 
outcomes of situational engagement and missed oppor-
tunities to understand contextual—and perhaps malle-
able—factors and their effects on learners.

In addition to being dynamic, situational engagement 
can be seen as a dynamic construct that is a function of 
factors at multiple levels, including learner characteris-
tics and inclinations, situational or momentary factors, 
and classroom factors (Fredricks et  al., 2004; Schmidt 
et al., 2018; Sinatra et al., 2015; Skinner & Pitzer, 2012). 
Though theory and past research suggest that situational 
engagement is a product of factors at these levels (Skin-
ner & Pitzer, 2012; Skinner et al., 2008; Strati et al., 2017), 
there has been limited empirical work exploring the rela-
tive degree to which each of these levels contributes to 
situational engagement. As a result, we have a limited 
understanding of how much of learners’ engagement can 
be explained by their learning situation.

At the same time that there exists a limited understand-
ing of the situational impacts on science learners’, another 
issue concerns how engagement in science is measured: 
using self-report surveys at relatively few time points 
or using measurement techniques that afford more fre-
quent assessments of the state of students’ engagement 
(Azevedo, 2015), such as intensive longitudinal methods 
(Bolger & Laurenceau, 2013; Hektner et al., 2007; Mehl & 
Conner, 2013). Intensive longitudinal methods allow for 
the study of situational engagement in a way that argu-
ably accords better with how it is conceptualized—as 
dynamic and sensitive to features of the context (Sinatra 
et  al., 2015). These methods also allow for the study of 
how engagement varies across multiple levels, including 

not only the teacher and learner level but also the situa-
tion-to-situation level.

The purpose of this study, then, is to understand—
and quantify—the sources of variability for learners’ 
situational engagement in science. This is to better set 
the stage for future work that measures situational fac-
tors and accounts for these factors in models. If situ-
ational factors explain relatively little variability in 
learners’ engagement relative to the factors at the indi-
vidual learner and class or instructor levels, for instance, 
then we can gain confidence in the value of the many 
approaches that emphasize factors at the learner and 
class level. But, if situational factors account for ample 
variation in engagement—or, for specific dimensions of 
engagement (e.g., behavioral or affective engagement, but 
not cognitive engagement), then this study can point to 
the need to better understand situational factors and the 
situational nature of engagement in science. We lever-
age a unique dataset of with a combined 13,716 reports 
of situational engagement collected using intensive lon-
gitudinal methods from 1173 youth in 50 science learn-
ing environments. In addition, we use a relatively novel 
Bayesian analytic approach suited to the multi-level and 
multivariate nature of engagement.

Literature review
Scholars generally agree that engagement is a multi-
dimensional construct with multiple components (Chris-
tenson et al., 2012; Fredricks et al., 2004). Here, we focus 
on the three most cited components of engagement: 
behavioral, cognitive, and affective. Behavioral engage-
ment is defined as one’s level of effort and participation in 
academic, social, or extracurricular activities. Cognitive 
engagement is defined as one’s value and mental invest-
ment in their learning (Fredricks et  al., 2004; Greene, 
2015; Sinatra et al., 2015). Affective engagement is defined 
as the positive or negative feelings a student has towards 
their teachers, classmates, learning activities, and/or 
school more generally (Pekrun & Linnenbrink-Garcia, 
2012). As noted earlier, we review domain-general and 
domain-specific findings on the antecedents, nature, and 
outcomes of situational engagement but highlight and 
focus on science education-specific findings.

Sources of variability for science learners’ situational 
engagement
One source of variation in learners’ situational engage-
ment is at the situational level. Situational factors are the 
instructional and classroom events and learners’ expe-
riences of them at a moment-to-moment level. These 
include instructional activities or forms of instructional 
support (Schmidt et  al., 2018; Schneider et  al., 2016; 
Shernoff et al., 2000; Shumow & Schmidt, 2014), such as 
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the specific science and engineering practices in which 
learners engage (Inkinen et  al., 2019, 2020; Rosenberg, 
2018; Schmidt et  al., 2018). These factors are especially 
relevant to the present study as they can be experienced 
by all learners at specific moments. Each learning experi-
ence that members of a classroom participate in together 
(e.g., Tuesday’s scaffolded exploration of the permeabil-
ity of cell membranes relative to Thursday’s examination 
on cell membranes) is likely to have some common asso-
ciation with the engagement of students who share this 
experience. Some specific situational features have been 
identified in past science education research, including 
the importance of the science and engineering practice 
of developing and using models for learners’ engagement 
(Inkinen et al., 2019) and the role of the choices learners 
make during laboratory activities in which they engage 
(Schmidt et  al., 2018). Additionally, research has shown 
how learners’ psychological state in different moments 
can impact their engagement in science: when (male, as 
discussed further in the next section) learners perceive 
there to be greater challenge and relevance (Schmidt 
et al., 2020) and when they value a specific task more and 
have a greater expectation that they will be successful at 
that particular task (Upadyaya et al., 2021), they are more 
likely to be highly engaged. Despite these past research 
findings on situational factors that impact engagement, 
the extent to which these kinds of features matter in gen-
eral (and relative to individual learner sources) is not yet 
clear.

Another source of variation can be observed at the 
individual student level. Understanding individual dif-
ferences may help better explain learners’ engagement 
(Eccles, 2016). Individual factors may include—but are 
not limited to—gender differences and students’ self-
beliefs or their beliefs about science and other STEM 
disciplines. For example, past research concerns how 
science as a discipline has typically encouraged male 
learners to see themselves as capable while discouraging 
women in implicit or explicit ways (Carlone, 2004). Past 
education research has documented gender disparities in 
engagement in science and STEM: Schmidt et al. (2020) 
found that while engagement was positively associated 
with a perception of the challenge of learning activi-
ties in out-of-school STEM programs, these relation-
ships were solely for male students—for female students, 
the relationship was negative. Additionally, interest in 
the subject area has been shown to be a strong predic-
tor of engagement in science when in combination with 
learners being able to make choices about their learning 
(Beymer et  al., 2020). Lastly, learners’ mastery orienta-
tion has been found to be associated with science learn-
ers’ engagement (and achievement), when approached in 
terms of profiles of learners’ engagement (Caberera et al., 

2023). Thus, several learner characteristics are salient fac-
tors in terms of science learners’ situational engagement. 
While research has not conclusively identified individual-
level factors that explain engagement, what has not been 
established is how much of the variation in  situational 
engagement occurs at the individual level.

In addition to situational and individual factors relat-
ing to engagement, classrooms—and the instructors in 
them—can shape learners’ situational engagement. One 
key set of findings pertains to how teachers support stu-
dents’ autonomy and learning: when science students’ 
autonomy is supported by their teachers in particular 
instances in science classes, their engagement is likely 
higher (Patall et al., 2018; Strati et al., 2017). These effects 
could accumulate over time, as particular instructors are 
likely to provide greater or lesser support in these ways. 
Many studies have attempted to account for instructor or 
classroom differences, but most of the time, these effects 
are small (Patall et al., 2018; Schmidt et al., 2020) or they 
are not the focus and so their magnitudes are not explic-
itly reported (Inkinen et al., 2019). Relative to findings on 
situational and learner effects, we know less about how 
classrooms and instructors shape learners’ situational 
engagement in science. Thus, the extent to which instruc-
tor or classroom effects matter relative to individual 
learner and situational factors has not been established, 
and understanding the general magnitude of these effects 
relative to others can guide researchers’ efforts in under-
standing the dynamic nature of situational engagement in 
science.

Using intensive longitudinal methods to study situational 
engagement
Exploring the extent to which situational engagement 
varies across situations, persons, and classrooms requires 
data collection techniques and research designs. Intensive 
longitudinal methods, a term that encompasses a variety 
of techniques with names that vary by field (e.g., ESM 
[Experience Sampling Method], ambulatory assessment, 
daily diary studies, and ecological momentary assess-
ment), are needed to collect multiple reports of learn-
ers’ situational engagement across a variety of situations 
(Bolger & Laurenceau, 2013; Mehl & Conner, 2013).

Intensive longitudinal methods have several affor-
dances for studying situational engagement. First, they 
allow for the within-learner dynamics of situational 
engagement—and other constructs—to be studied (Zir-
kel et  al., 2015). Second, they provide a more ecologi-
cally valid means of assessing a construct because it can 
be difficult to recall previous situations long after one 
was engaged in it (Schwarz, 2012). Thus, these inten-
sive longitudinal methods are both sensitive to changes 
in engagement over time and between learners, allowing 
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us to understand the nature of situational engagement 
(Sinatra et al., 2015; Turner & Meyer, 2000; Zirkel et al., 
2015).

Research has shown that intensive longitudinal meth-
ods can allow researchers to pose and answer new ques-
tions. For instance, Shernoff et  al. (2003) examined 
engagement using ESM measures aligned with flow 
theory, namely, using measures of concentration, inter-
est, and enjoyment (Csikszentmihalyi, 1997). In a study 
using the same measures of engagement, Shernoff et al. 
(2016) used an observational measure of challenge and 
control (or environmental complexity) and found that 
it significantly predicted engagement, as well as self-
esteem, intrinsic motivation, and academic intensity. 
Schneider et  al. (2016) and Linnansaari et  al. (2015) 
examined features of optimal learning moments or 
moments in which students report high levels of interest, 
skill, and challenge. In a variant of the ESM, researchers 
have also used repeated End-of-Class Reports, ESM-like 
surveys conducted at the end of specific classes—rather 
than randomly selected moments as in ESM—to explore 
relationships between teachers’ instructional practices 
during a lesson and students’ engagement during that les-
son (Schmidt et  al., 2019). Similarly, scholars have used 
daily diary studies to examine situational engagement as 
a function of autonomy-supportive classroom practices 
(Patall et al., 2016, 2017). Because intensive longitudinal 
methods involve asking learners about their experience 
at the time they were signaled in the moment, this tech-
nique may be especially useful when the goal is to under-
stand and model factors or variation at the situational 
level, for which traditional self-report surveys yield lim-
ited insight, as well as the effects at the individual learner 
and classroom levels.

Modeling variation in situational engagement
Despite the large and growing body of research on stu-
dent engagement, there are not many other examples 
of studies that show that there is variation in students’ 
engagement at the situational level or how much of the 
variation in students’ engagement is attributable to 
sources at this level, for several reasons. For example, 
many studies using intensive longitudinal methods do 
not collect responses from students in the same situation; 
for instance, learners within science classes may be asked 
to respond to ESM responses at different times specific 
to each student. In such cases, there are no situational 
dependencies that can be modeled, which may—for 
many research questions—be an appropriate condition. 
However, when situational factors are included in a study 
(e.g., the instrumental and emotional support provided 
by teachers), it is important to model these effects to 
obtain unbiased estimates (Strati et al., 2017).

Another issue concerns how situational sources of 
variation are identified and interpreted. In some past 
research, scholars have considered the situational and 
residual sources of variation to be combined, even 
though they are not analytically separable. In other 
words, while the residual values can include variation due 
to specific situations, they may be entirely random noise. 
In a recent study, van Braak et  al. (2021) acknowledged 
this but argued that, given its malleable nature, it may not 
be necessary to model variation in engagement at the sit-
uational level. However, modeling situational variation as 
separate from residual variation would allow for empiri-
cally disentangling situational and unexplained sources of 
variation.

Finally, some studies have situational dependencies—
but do not model them. These studies are characterized 
by students within classes responding at the same time, 
for instance, 15  min into their science classes. In such 
cases, there are unmodeled dependencies among all of 
the responses that were generated in the same moment—
which means that it is not possible to quantify how much 
variation in situational engagement is between situations. 
This also introduces bias in the estimation of other effects 
(Judd et al., 2012; Raudenbush & Bryk, 2002; West et al., 
2014). Examples of studies in which students within the 
same class responded to the same end-of-class report are 
the work of Patall et al. (2018) and Schmidt et al. (2017).

If data are collected from students simultaneously, 
another consideration concerns how to model the data. 
When present, modeling situational sources of variation 
can be difficult as doing so requires the use of cross-
classified multi-level models (Raudenbush & Bryk, 2002), 
which some software does not estimate (West et  al., 
2014). In addition, some analyses may be further com-
plicated by the presence of multiple dependent variables 
measured through intensive longitudinal methods that 
may be correlated (Lishinski et al., 2022). In such cases, 
new methods can facilitate the estimation and interpreta-
tion of both the sources of variation in outcomes as well 
as the effects of predictors, Bayesian statistical meth-
ods, or methods that use Markov Chain Monte Carlo 
(MCMC) estimation (Hadfield, 2010). One affordance of 
such methods is purely pragmatic: they can be used to 
estimate highly complex models, including, for instance, 
those with a cross-classified and nested structure and 
those with multivariate outcomes. In addition, these 
methods have some conceptual and interpretive benefits, 
benefits that align with calls to understand variation in 
the constructs we study first before we study what relates 
to or impacts these constructs (Yarkoni, 2021). As Levy 
(2016) describes in an overview of Bayesian methods 
in the context of educational research, they "allow us to 
use the language of probability to directly discuss what 
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is of inferential interest—parameters, hypotheses, mod-
els, and so on—rather than indirectly as in frequentist 
approaches" (p. 370). In the context of our interest in the 
variation in situational engagement, these methods allow 
us to summarize how much variation in engagement can 
be attributed to different levels (i.e., learner, situation, 
and classroom).

The present study
This study is intended to explore how learners’ situational 
engagement varies across the levels of individuals, situa-
tions, and classrooms using a collection of three data sets 
that all involve dependencies in learners’ reports of their 
situational engagement—and which are amenable to the 
kind of analyses using cross-classified, multi-level mod-
eling that can be used to understand where variation in 
learners’ engagement is. Two research questions guide 
this study:

1. How much variability within each dimension of situ-
ational engagement can be attributed to individual, 
situational, and classroom sources?

2. How do the sources of variability differ across the 
behavioral, cognitive, and affective dimensions of 
engagement?

Based on prior research on situational, learner, and 
classroom effects, we hypothesize that each of these 
sources of variability for learners’ situational engagement 
in science is appreciable (i.e., non-zero). In the absence of 
prior research on differences between behavioral, cogni-
tive, and affective dimensions of engagement, we hypoth-
esize that any differences between these dimensions are 
comparable.

Method
Data sources
Three extant projects with intensive longitudinal datasets 
were used in this study. First, the Science in the Moment 
project (Schmidt & Shumow, 2012) provided a descrip-
tive account of learners’ subjective experiences in high 
school science classrooms. Data from this project were 

gathered in 2008–2009 from 244 learners in 12 regu-
lar-track high school science classrooms taught by 13 
teachers.1 A more complete description is provided in 
Additional file 1: Supplementary Material A (which also 
contains brief descriptions of the other two projects).

The second project, (Schmidt et  al., 2015), tested 
whether classroom interventions targeting mindset and 
utility value had measurable effects on learning and situ-
ational engagement. Data from the second project were 
gathered in 2011–2012 from 726 learners in 7th-grade 
general science and 9th-grade integrated science class-
rooms (29 classrooms total with four 7th-grade teachers 
and six 9th-grade teachers).

The third project, STEM Interest and Engagement 
(Schmidt et al., 2020), examined how interest and situa-
tional engagement developed for underserved youth dur-
ing summer science programs and created an educational 
toolkit for youth leaders. Data for the third project were 
collected during the summer of 2015 from 203 youth 
enrolled in nine different 4-week summer programs 
focused on science as well as broader STEM content. For 
most of the programs, students participated in both field-
work activities and STEM instruction.

Summary of data collection procedures
As summarized in Table 1, the three extant studies drawn 
upon for the present analysis comprise a large sample 
from which to examine the variation in learner engage-
ment in science learning environments.

Two of the three sources involved signaling learners 
multiple times within their classes, while one used a daily 
diary approach (via end-of-class reports described ear-
lier). See Additional file 1: Supplementary Material A for 
a detailed description of the specific data collection pro-
cedures associated with each study. As we describe later, 
we account for differences across studies in our data anal-
ysis by modeling the unique effect of the data being asso-
ciated with each of the three extant studies from which 
we utilized data.

Table 1 Summary of datasets

Dataset Type of learning 
environment

Data collection method N
Responses

N
Individuals

N
Moments

N
Classrooms

Moments in Science Formal ESM 4136 244 485 12

Science Learning Environments Formal End of Class Report 6610 726 315 29

OST STEM Informal ESM 2970 203 248 9

Total 13,716 1173 1048 50

1 A new teacher was assigned to one of the general science classrooms due 
to staff changes.
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Participants
As Table 2 illustrates, the 1173 participants in this study 
were diverse in terms of their sex, ethnicity, eligibility for 
subsidized lunch programs, and parents’ highest level 
of education attained. Learners were middle- and high 
school-aged, ranging from 10 to 18 years old, with most 
being between 12 and 16.

Measures
For the measures of situational engagement, we used 
items with four-point Likert-type scales (Hektner et  al., 
2007) and created composite variables (comprised two 
items each) for each dimension. We note that many stud-
ies utilizing ESM utilize shorter scales that are adminis-
tered more frequently (Beymer et al., 2022; Zirkel et al., 
2015). The trade-off between the time it takes partici-
pants to respond and the number of items in a scale rep-
resents a tension that must be balanced in research using 
intensive longitudinal methods (Hektner et al., 2007).

We operationalized behavioral engagement as hard 
work and concentrated effort (Conner & Pope, 2013; 
Schmidt et  al., 2018). Behavioral engagement was com-
puted by taking the mean of learners’ responses to the 
questions, "How hard were you working?" and "How well 
were you concentrating?" ( α = 0.82).

We operationalized cognitive engagement as the value 
and importance a learner places on the task he or she is 
completing (Conner & Pope, 2013; Schmidt et al., 2018). 
Cognitive engagement was computed by taking the mean 
of learners’ responses to the questions, "How important 
was what you were doing to you?" and "How important 
was it to your future?" ( α = 0.83).

We operationalized affective engagement as a learner’s 
interest and enjoyment in a given task (Conner & Pope, 
2013; Schmidt et  al., 2018). Affective engagement was 
computed by taking the mean of learners’ responses to 
the questions, "Was this activity interesting?" and "Did 
you enjoy what you were doing?" ( α = 0.84)?

Table 2 Demographic characteristics of participants across studies

Learners considered at least one parent’s degree attainment for parent education

Science in the moment
(n = 244)

Incremental mindset and utility for science learning 
and engagement (n = 726)

STEM interest and 
engagement study
(n = 203)

Sex

 Male 53% 49% 50%

 Female 47% 51% 50%

Race/ethnicity

 American Indian 1% < 0.5%

 Asian/Pacific Islander 2% 2% 7%

 Black 12% 12% 36%

 White 37% 19% 6%

 Hispanic 42% 61% 48%

 Multi-racial 6% 6% 3%

Age

 10 4%

 11 < 0.5% 28%

 12 39% 31%

 13 12% 21%

 14 32% 35% 12%

 15 26% 13% 3%

 16 29% 1% 1%

 17 11%

 18 2%

Free/reduced lunch eligible 43% 71% 90%

Parental education

 High school or below 34% 36% 79%

 Some college 16% 12%

 Graduated from college 20% 12% 21%

 Advanced degree 15% 10%

 Do not know 15% 30%
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Data analysis
To model the variation that occurs at the individual, situ-
ational, and classroom levels, we used Bayesian mixed-
effects (or multi-level or hierarchical linear) models, 
wherein the groups (each of the levels) are modeled with 
random effects (Gelman & Hill, 2006; West et al., 2014). 
Additionally, the model was multivariate, as the covari-
ance between the three dimensions of situational engage-
ment was modeled. Thus, a multivariate, cross-classified 
mixed-effects (or multi-level) model for the three dimen-
sions (cognitive, behavioral, and affective) of situational 
engagement as continuous outcomes was used. We used 
the brms software package (Bürkner, 2017), which pro-
vides an interface to the Stan software (Carpenter et al., 
2017) for estimating multivariate, multi-level models via 
R (  R Core Team, 2021).

Using the notation outlined by Gelman and Hill (2006), 
our model was specified as follows, where α , on the first 
line, represents the model intercept, which randomly var-
ied between individuals, situations, and classrooms—and 
which was predicted by the fixed effect for the dataset.

The second line of the equation represents within-
student variation, which was assumed generated by a 
normal distribution; the third line of the equation rep-
resents between-student variation, which was similarly 
assumed to be generated from a normal distribution; 
and the fourth line represents between-classroom vari-
ation. Finally, the random effects and the residuals were 
modeled with a multivariate normal distribution and as 
is common for multivariate multi-level models (Had-
field, 2010), the correlations between the residuals at 
each level were estimated from the data. We note that 
analysts might consider adding an auto-regressive term 
(Lishinski et  al., 2022; Patall et  al., 2018). We think this 
is a worthwhile consideration, though the magnitude of 
auto-regressive effects likely depends a great deal on the 
specifics of the data collection process.

After estimating the model, we used the region of prac-
tical equivalence (ROPE) method, a hypothesis testing 
technique used as a part of Bayesian methods (Kruschke, 
2015; Makowski et  al., 2019). The ROPE technique 
involves constructing an interval around a null hypoth-
esis as the ROPE, and then determining what proportion 
of the distribution for the parameter estimate overlaps 
with the ROPE. If less than 5% of the distribution over-
laps with zero, then it can be concluded that the param-
eter differs from zero. We used a ROPE of 0.00 to 0.03, 

Dimension of engagementi ∼ N (αj[i] + β1(Dataset), σ
2
)

αj ∼ N (µαj , σ
2
αj
), for Individual j=1, . . . J

αj ∼ N (µαk
, σ 2

αk), for Situation k=1, . . .K

αj ∼ N (µ
αl , σ

2
αl
), for Classroom l=1, . . .L

as we considered a parameter value for an intraclass cor-
relation (ICC) within this ROPE to represent an ICC that 
may be practically and substantively equal to zero.

Using the ROPE, for RQ #1, we tested whether indi-
vidual, situational, or classroom sources of variability dif-
fered within the dimension of situational engagement; for 
RQ #2, we tested whether the sources of variability dif-
fered between dimensions. We also accounted for any 
mean level differences in the mean levels of the outcomes 
that might be present by including a fixed effect, dummy-
coded variable for the three studies.

Results
Descriptive statistics
We first report descriptive statistics for the study vari-
ables (Table  3), including the means, standard devia-
tions, and correlations. These descriptive statistics show 
that learners’ engagement across the dimensions was 
around the midpoint of the scale—1.5). Learners gener-
ally reported higher behavioral engagement than affec-
tive and cognitive engagement, and these variables were 
moderately correlated, with behavioral and cognitive 
engagement demonstrating a correlation smaller in mag-
nitude than the other pairs of correlations.

The variation in situational engagement explained 
by source (RQ #1)
For this question on the proportion of the variation in 
learners’ situational engagement explained by source, 
we interpreted the ICCs to understand the total amount 
of variability associated with each source, as presented 
in Fig. 1. The specific values are presented in Additional 
file 1: Supplementary Material B. To interpret this figure, 
consider affective engagement. This pane of the figure 
represents the estimated ICCs for classroom, situation, 
and individual sources for this dimension of engagement. 
Considering classroom sources, the estimated ICC of 
0.354 indicates that 35.4% of the variability in affective 
engagement can be attributed to individual learner dif-
ferences. 10.1% can be attributed to situational sources, 
and 4.9% to classroom sources. The distributions of each 
of these suggest that they all differ from each other—
and from zero. The sources of variation for the other 

Table 3 Means, standard deviations, and correlations with 
confidence intervals for the dimensions of engagement

Each variable was measured on a four-point scale (0–3). Values in square 
brackets indicate the 95% confidence interval for each correlation

Variable M (SD) 1 2

1. Behavioral engagement 1.96 (0.88) –

2. Cognitive engagement 1.42 (0.99) 0.49 [0.48, 0.50] –

3. Affective engagement 1.59 (0.95) 0.60 [0.59, 0.61] 0.57 [0.56, 0.58]



Page 8 of 14Rosenberg et al. International Journal of STEM Education           (2023) 10:68 

dimensions of engagement can be interpreted in the 
same manner.

The magnitude of the individual source of variation 
for the affective engagement dimension compares to the 
magnitude of behavioral engagement (ICC = 0.308). Indi-
vidual learners explain even more of the variation in the 
cognitive (ICC = 0.52) dimension. Generally, the situation 
was associated with more modest ICC values, ranging 
from 0.036 for cognitive engagement to 0.101 for affec-
tive engagement. In short, more variation in affective 

engagement can be attributed to specific situations than 
for behavioral and especially cognitive engagement. The 
classroom was, overall, the smallest source of variation 
for engagement, being associated with ICC values that 
ranged from 0.016 for behavioral engagement to around 
0.05 for both affective and cognitive engagement. Indeed, 
the only ICC that we determined was not statistically sig-
nificant was that for classroom sources of variability for 
behavioral engagement, which had a 95% credible inter-
val that overlapped with our ROPE, indicating that this 

Fig. 1 Intraclass correlations (ICCs) for each source of variability for engagement by dimension
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estimate was not statistically significantly different from 
an ICC of 0.

In addition to determining whether the estimated ICCs 
for each source of variation differed from zero, we also 
examined whether they differed from each other—doing 
so for each dimension of engagement. Table  4 presents 
these results, which show that each source of variation 
differed in magnitude from the other source of variation, 
apart from situational and classroom sources for cogni-
tive engagement. This affirms what an interpretation of 
Fig.  1 suggests: within each dimension, the sources of 
variation differ from each other.

Differences across the dimensions of engagement (RQ #2)
For this question, we compared ICCs for the sources of 
variation in engagement across the three dimensions of 
engagement. In this way, while RQ #1 informed us about 
how the sources—individual, situational, and class-
room—differed in magnitude from the others within 
each dimension of engagement, this analysis for RQ #2 
informed us as to whether the magnitude of each ICC 
differed between each dimension of engagement.

As Table 5 demonstrates, this analysis shows us that—
for example—while 52% of the variability in cognitive 
engagement is attributable to individual sources, these 
individual sources account for only 31% and 35% of the 
variability in behavioral and cognitive engagement, 
respectively. In other words, there is greater variability 
in cognitive engagement that can be explained by indi-
vidual factors relative to the other engagement dimen-
sions. Furthermore, the situational factors account for a 
greater proportion of the variability in affective engage-
ment relative to cognitive and behavioral engagement, 
and classroom factors explain less variation in behavio-
ral engagement than for the other dimensions. In short, 
cognitive engagement seems to be particularly associ-
ated with differences between individuals, and affective 

engagement is relatively situational in nature; behavio-
ral engagement lies between these in what explains its 
variation.

In addition to the parameters interpreted using the 
ROPE strategy to answer RQs #1 and #2, we also provide 
the estimated correlations among the three dimensions 
of engagement and the intercepts for each dimension of 
engagement in Additional file 1: Supplementary Materi-
als C and D.

Discussion
We drew on three data sets using intensive longitudinal 
methods (one of which used end-of-class reports, and 
two of which used the experience sampling method), 
which were uniquely suited to the aim of quantifying the 
three sources of variation in science learners’ situational 
engagement. In the two subsections that follow, we dis-
cuss the substantive and methodological implications of 
these findings.

Key findings
Across all three engagement dimensions, we found that 
appreciable variability in  situational engagement was 
attributable to individual learners, specific situations, and 
broader classroom context sources. These findings pro-
vide empirical support for theoretical conjectures that 
factors at multiple levels impact situational engagement 
(e.g., Reschly & Christenson, 2012; Skinner & Pitzer, 
2012). Data aggregated across three distinct studies sug-
gested that learners’ situational engagement in the behav-
ioral, cognitive, and affective domains is a function of 
who they are (i.e., how inclined they are to be engaged in 
a science class), what is happening in particular moments 
in the classroom (i.e., what investigation-related activities 
they are engaged in), and the nature of the classroom (i.e., 
classroom norms and the classroom community).

Table 4 Hypothesis tests for RQ #1 (differences in engagement 
by the source of variation)

Outcome Hypothesis about level 
of engagement

M difference in variance (SE)

Affective Individual–situation 0.257 (0.017), p < 0.001

Affective Individual–classroom 0.348 (0.034), p < 0.001

Affective Situation–classroom 0.091 (0.032), p = 0.004

Behavioral Individual–situation 0.31 (0.016), p < 0.001

Behavioral Individual–classroom 0.397 (0.029), p < 0.001

Behavioral Situation–classroom 0.088 (0.028), p = 0.001

Cognitive Individual–situation 0.494 (0.018), p < 0.001

Cognitive Individual–classroom 0.451 (0.037), p < 0.001

Cognitive Situation–classroom 0.043 (0.033), p = 0.089

Table 5 Hypothesis tests for RQ #2 (differences in engagement 
by the dimension of engagement)

Level Hypothesis about 
dimension of 
engagement

M difference in variance (SE)

Individual Affective–behavioral 0.037 (0.012), p = 0.002

Individual Behavioral–cognitive − 0.154 (0.017), p < 0.001

Individual Affective–cognitive − 0.117 (0.015), p < 0.001

Situation Affective–behavioral 0.09 (0.011), p < 0.001

Situation Behavioral–cognitive 0.03 (0.011), p = 0.003

Situation Affective–cognitive 0.119 (0.013), p < 0.001

Classroom Affective–behavioral 0.087 (0.028), p = 0.001

Classroom Behavioral–cognitive − 0.101 (0.029), p < 0.001

Classroom Affective–cognitive 0.014 (0.032), p = 0.323
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Individual sources of variability were largest, followed 
by situational sources
While our analyses and overall findings demonstrated 
that situational, individual, and classroom factors all 
contribute substantially to students’ engagement, these 
levels of influence did not contribute in equal measure 
to the variation we observed within or across the engage-
ment dimensions. Within each of the three engagement 
dimensions, individual sources of variation explained the 
greatest share of situational engagement, accounting for 
30–50% of the total variation observed—a significantly 
greater proportion than situational or classroom sources 
of variation. The second greatest share of variation within 
each of the engagement dimensions was attributable to 
the level of the situation—or what was going on at the 
time the engagement collection took place. The smallest 
share of variation was observed at the level of the class-
room, though it is important to note that for the cogni-
tive dimension of engagement, the proportion of variance 
explained by the situational vs. classroom levels did not 
differ significantly from one another.

That the largest share of variation in situational engage-
ment was at the individual learner level affirms claims 
made by both practitioners and researchers that learners 
bring with them a host of abilities, beliefs, proclivities, 
and orientations that together shape how they engage in 
class across a variety of learning situations. This finding 
also accords with research demonstrating the appreci-
able effects of specific learner-related factors on their 
situational engagement in science (e.g., Beymer et  al., 
2018; Schmidt et  al., 2020). Most recent research that 
uses intensive longitudinal designs to study situational 
engagement attempts to model this dependency in the 
data, accounting for the grouping of student responses 
within individuals (Mo et al., 2013; Schmidt et al., 2015). 
Our finding that across multiple studies, such significant 
portions of variance are observed at the person level reaf-
firms the merits of this approach. We note that this vari-
ation was greatest for individuals, which accounted for 
just over 50% of the variation in cognitive engagement, 
whereas 30–35% of the variation in affective and behav-
ioral engagement is attributable to the individual student. 
This suggests that cognitive engagement is more of a trait 
than a state for students than is affective and behavioral 
engagement, which vary less between individuals and—
as we discuss later—are more variable at the situational 
level.

Situational sources of variability were smaller than individual 
sources but were still notable
Situational variation has been much less commonly 
modeled in intensive longitudinal studies of classroom 
engagement, and our results suggest that modeling 

this source of variation may be important. This finding 
accords with how many recent studies on situational 
engagement in science have documented substantial 
situational effects—especially the effects of engaging 
in particular science and engineering practices (Inki-
nen et al., 2019, 2020; Schmidt et al., 2018). While less 
variance in engagement was explained at this level than 
at the person level, our results show that the instruc-
tional choices that teachers make on a given day or at 
each moment may have a measurable and systematic 
influence on how learners in their classroom engage at 
that moment. In addition to reporting that situational 
sources of variation are notable, we also found evidence 
of variation in the dimension of engagement that var-
ies at the situational level. Cognitive engagement was 
the least dynamic, varying little from situation-to-situ-
ation relative to the other two dimensions, while affec-
tive engagement and behavioral engagement were more 
dynamic in that they varied more across situations. 
This suggests that affective and behavioral engage-
ment may be more malleable by the decisions teachers 
make or the practices they deploy in their classrooms, 
while cognitive engagement may be shaped over a more 
extended period.

Classroom‑level sources of variability were the smallest
Finally, the classroom—more distal than the indi-
vidual or moment (and modeled as such in this and 
other studies, as level three)—still had a detectable 
bearing on learners’ engagement, explaining between 
roughly 2–5% of the variation in learners’ engagement, 
with the least associated with behavioral engagement. 
Behavioral engagement was associated with the least 
classroom-level variation in engagement compared to 
affective and cognitive engagement. Across dimensions, 
these amounts are smaller than teacher effects (compa-
rable to our classroom effects) on achievement, which 
have been estimated as ranging from around 6%-13% 
(Nye et al., 2004). Why might variation in engagement 
at the classroom level be smaller than it is for achieve-
ment? As noted earlier, less research has documented 
instructor or classroom-level differences in engage-
ment. We think that one possibility is that some of the 
variation at the classroom level could be attributable to 
the things that teachers do in  situations and instruc-
tional episodes—things such as providing support to 
students (Strati et al., 2017).

The role of intensive longitudinal methods
To address the challenge of studying engagement in a 
more dynamic way and to establish what the sources of 
variability in learners’ engagement are, we used intensive 
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longitudinal methods and advances from Bayesian statis-
tical methods to study many youths’ responses to ques-
tions about their engagement. A key methodological 
implication of this study is that situational factors can—
and perhaps must for conceptual and statistical reasons 
(i.e., bias)—be analyzed using suitable techniques. First, 
it is conceptually important to conceive of and measure 
engagement at the situational level through a data col-
lection method such as intensive longitudinal methods. 
In addition, it may be worthwhile for future research 
to assess the impact of situational factors that are both 
internal (e.g., how challenging the activity was for learn-
ers; Schmidt et al., 2017) and external (e.g., how teachers 
support learners’ autonomy in learning environments; 
Patall et  al., 2019; Strati et  al., 2017). Learners’ percep-
tions of their overall challenge or the extent to which 
teachers supported their autonomy, in general, do not 
align with how these factors—like engagement—are 
dynamic and changing from moment-to-moment.

Also, it may be statistically important to account for 
the cross-classified nature of a great deal of data collected 
on learners’ engagement. As is well-established in the lit-
erature on hierarchical linear or multi-level models, the 
failure to model the dependencies in outcomes that result 
from the structure of the data can lead to bias (Rauden-
bush & Bryk, 2002; West et al., 2014). As repeated meas-
ures data collected through ESM (Hektner et  al., 2007; 
Zirkel et  al., 2015) and comparable techniques (e.g., 
Bolger & Laurenceau, 2013) have become more com-
mon, scholars have also become more familiar with mod-
eling responses "nested" within learners; see Grimm et al. 
(2016) for numerous examples using multi-level or struc-
tural equation models. These are not just statistical issues 
but also substantive ones. By modeling the moment, one 
can examine the impact of specific instructional activities 
on learner engagement, whereas modeling the classroom 
allows you to test for effects of teacher characteristics like 
years of experience or broader classroom variables, such 
as features of the classroom environment.

What is much less established is the use of multi-
level models for other sources of dependency, especially 
those that are situational in nature. This may be because, 
in some cases, it may not be necessary to model them. 
A contrast between ESM and longitudinal methods is 
instructive for establishing when situational factors must 
be modeled. In the case of longitudinal methods, patterns 
of change over time within individuals are of interest 
(Grimm et  al., 2016), and when and where participants 
respond are often not of interest: learners responding 
to a survey over the course of one week are very likely 
doing so at different time points and from different con-
texts (e.g., in a study room and in their residence hall). In 
the case of intensive longitudinal methods—particularly 

ESM—responses are often intended to be a random sam-
ple of participants’ experiences (Hektner et al., 2007), and 
in classrooms, participants are often signaled to respond 
to very brief surveys at the same time. The instructor, for 
example, was likely orchestrating learners’ involvement 
in similar (or the same) activities, and learners’ peers 
were likely to affect their experience in the period imme-
diately before they were asked to respond.

For these reasons and based on our findings showing 
the substantial variation at the situational level, even after 
accounting for variability at the individual learner and 
classroom level, the rarity with which such factors are 
modeled in suitable ways is likely the result of what Judd 
et  al. (2012) refer to as a pervasive but largely ignored 
problem. Where Judd et al. described the importance of 
modeling stimuli (in psychological experiments) using 
random effects in multi-level models, we believe the 
same problem applies to research using intensive lon-
gitudinal methods. We note that Judd et al. are far from 
the first to identify this problem: it is present whenever 
cross-classification is present (e.g., Kadengye et al., 2014), 
and psychometricians regularly model item effects (Levy 
& Mislevy, 2017). Until recently, much statistical software 
has struggled to estimate data with cross-classified struc-
tures, though this is no longer the case (West et al., 2014).

The data analytic approach we used has utility in the 
growing educational research using intensive longitudi-
nal methods; not modeling this dependency suggests that 
the effects of situational factors—like the aforementioned 
internal and external situational effects that are often of 
theoretical interest (e.g., Strati et  al., 2017) may be esti-
mated with bias, and researchers may be more confident 
about their significance than were the dependencies 
modeled using a suitable technique. The larger the source 
of variation from a grouping factor (e.g., individuals, 
situations, or classrooms) is, the more important it is to 
include the group in analyses (Raudenbush & Bryk, 2002; 
West et  al., 2014). With the amount of variation at the 
situational level being substantial (between 4 and 10%), 
analyses that do not account for this dependency may be 
associated with bias in their results.

Limitations and recommendations for future research
There were some differences in the three datasets we 
used, especially regarding how the data were collected 
and how comparable items were worded. Our analysis 
(using all three datasets within one model) meant that we 
could estimate the variation in situational engagement at 
the situational, individual, and classroom levels, but this 
means that specific differences by project and site were 
not examined. One difference concerns how the data 
were collected in one study (via daily diaries) relative to 
the other two (via ESM)—though we note that both are 
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instances of the broader grouping of intensive longitudi-
nal methods (Bolger & Laurenceau, 2013). To account for 
this, we modeled the effect of the different datasets alone 
to adjust for any mean-level differences in engagement 
attributable to these different features. But we think that 
future studies can explore sources of variation in engage-
ment in other contexts and with other data-generating 
processes (e.g., learners’ interactions with educational 
technology tools that generate digital traces of their 
interactions; D’Mello et al., 2017; Gobert et al., 2015).

Another notable limitation concerns our reliance on 
self-report measures. While intensive longitudinal meth-
ods have many strengths, they still suffer from some of 
the issues associated with self-reports—particularly the 
potential bias associated with what active reports by indi-
vidual learners about their experiences. Some research 
has explored other means of studying engagement, 
including using wearable technology to measure electro-
dermal activity (e.g., Lee et  al., 2019) or using teachers’ 
reports of student engagement (e.g., Lee & Reeve, 2012). 
More generally, we acknowledge that there is a great deal 
of variation in how the different dimensions of engage-
ment are defined (Reschly & Christenson, 2012) and 
that our conclusions about where the variability lies may 
depend on how we are operationalizing each dimension. 
For example, we define cognitive engagement as referring 
to the value a given student places on their science tasks. 
This operationalization may be less situationally vari-
ant than others. Other scholars operationalize cognitive 
engagement in terms of depth of processing or strategy 
use (Fredricks et al., 2004).

Lastly, we note that several of the data sets were col-
lected before recent reform efforts (i.e., the Next Gen-
eration Science Standards [NGSS]; NGSS Lead States, 
2013). Still, the teachers participating in these studies 
drew upon inquiry-based science teaching practices that 
bear a semblance to the types of teaching called for in the 
NGSS, and so we think this data remains relevant for the 
question of how students engage in typical science class-
rooms in the United States.

Future research can consider using intensive longitudi-
nal methods to explore variability in learners’ situational 
engagement and other motivation and learning-related 
constructs, such as situational interest and self-efficacy. 
Also, we think exploring how differences in the over-
all data collection method (i.e., ESM versus daily diary) 
and other differences in data collection choices may 
impact findings, and so we think that studies that quan-
tify the variability in dynamic constructs at individual, 
situational, and learning environment levels is merited. 
Similarly, as out-of-school-time becomes recognized as 
an important setting for learners to develop capabilities 

that may be challenging for them to develop in formal, 
school-based settings (Azevedo & Sherin, 2012), and 
ESM may be a useful approach for studying the develop-
ment of such outcomes.

Conclusion
We found that learners’ situational engagement in sci-
ence is associated most with individual sources, fol-
lowed by situational and then classroom sources. There 
were also differences between dimensions of engage-
ment: cognitive engagement is explained more (relative 
to behavioral and affective engagement) by individual 
sources, whereas affective engagement is explained 
more by situational sources. This suggests that cogni-
tive engagement, at least as it is defined in this study 
(in terms of value), may be less malleable at the situ-
ational level than affective engagement—with behavioral 
engagement lying between these two dimensions. This 
work provides foundational evidence about when and 
where there are differences in how learners engage—
evidence that aligns with calls in the wider field to 
understand where variation exists using robust analytic 
methods prior to predicting or attempting to intervene 
(Yarkoni, 2021). In doing so, this work establishes that 
theoretical ideas about the dynamic nature of engage-
ment have a strong empirical basis. Also, this study sug-
gests that engagement might not only be an idea that has 
purchase with teachers, but which—because it is mal-
leable at the situational level—may be a lever through 
which teachers can engage their students more meaning-
fully and in ways that impact their experiences in science 
and STEM classrooms and the other places they learn.
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